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As the design of synthetic circuits and metabolic networks becomes more complex it is often difficult to know a priori which parameters and design choices will result in a desired phenotype. To counter this, rational design can be complemented by library-based approaches where diversity is introduced and then coupled with screening or selection methods. Here, we used a model of competitive growth to show that selection can rapidly identify library variants with near-optimal phenotypes. Many synthetic biology applications require phenotypes that balance multiple objectives, such as responding to more than one chemical signal. In addition, desired traits may be time-dependent, for example changing with the growth phase. By applying dynamic inputs to the selection, we show that it is possible to select for traits that satisfy multiple goals. Furthermore, we demonstrate that the underlying diversity in a library is heavily influenced by the initial circuit design. Overall, our findings argue that rational synthetic circuit design, coupled with diversity generation and dynamic selection are powerful tools for many synthetic biology applications.

Insight, innovation, integration

In synthetic biology applications, researchers often rationally design gene circuits to perform a desired function. However, as their complexity increases, it can be difficult to predict exactly how a synthetic circuit will behave. To counter this, researchers can develop libraries and then apply evolution-guided selection to identify the best alternatives. However, synthetic biology applications often require that multiple different goals be met. Here, we use a mathematical model to show that applying dynamic inputs during selection is an efficient way of identifying optimal synthetic circuit designs. Furthermore, we show that the way diversity is introduced into a library can have a dramatic impact on how straightforward or challenging it is to select synthetic circuits with desired properties.

Introduction

Synthetic circuit design and metabolic engineering have benefited greatly from the integration of rational design with approaches that introduce diversity and variability. Tools from synthetic biology have enabled the construction of large libraries that contain many variations on a particular design. For example, in directed evolution error prone PCR or other mutagenesis methods can introduce mutations within specified regions and library members can be subsequently screened or selected for desirable phenotypes. These methods have been enabled by advances in synthetic biology, including efficient cloning protocols and the decreasing cost of DNA synthesis. In addition, multiplexed genome engineering methods can rapidly introduce variability at a genome-wide scale. With recent advances in synthetic biology tools that have enabled the design and construction of libraries of genetic variants, our ability to screen or select for desired traits is critical to success.

In principle, given sufficient time, selection will identify the best candidate from a large library; however under practical engineering circumstances it is often preferable to rapidly identify a solution that is very close to the optimal while using less effort (time and resources). For example, the number of rounds of selection required may be dramatically different to isolate a library variant in the top 1% as opposed to one in the top 10%. Because lengthy selections increase the possibility of mutation or adaptation effects that can confound analysis, it may be preferable for synthetic biology applications to find a solution that is “close enough” to optimal.

We highlight the use of biosensors here as a particularly relevant example where well-designed screening or selection procedures can have a large impact. Biosensors can be coupled with readable outputs, linked to an output providing a fitness advantage, or used directly in a metabolic pathway through feedback control. When biosensors are coupled with reporters, such as fluorescence, they provide a semi-quantitative way to rapidly screen many genetic variants (for recent reviews see ref. 9–11). Biosensors can also be used to control expression of genes that provide a fitness advantage. This growth-coupled
assay approach has been used to select for improved l-lysine\(^{12}\) and butanol\(^{13}\) production strains. In a recent study that has broad potential, a biosensor was used to control expression of TolC, where increased expression leads to higher levels of antibiotic resistance, providing a straightforward selection method.\(^{14}\) Critically, the authors made use of negative selection to eliminate false positives from their libraries. An alternative strategy uses a phage-assisted approach, where the target of interest is coupled with expression of a phage infection protein, allowing rapid evolution of novel synthetic systems for the production of biomolecules.\(^{15}\) Coupling a biosensor to a selectable output, especially when there is a way of performing negative selection, can be applicable for improving production of a broad variety of compounds. Here, we take this approach and assume that the phenotype of interest can be directly coupled to growth rate. This can be achieved by using a biosensor to control a gene that provides a growth advantage, or if the system of interest already provides a selective advantage it can be used directly.

Synthetic biology applications often have multi-factorial objectives where designs need to perform well under multiple conditions or conditions that change with time. For example, when designing a biofuel production strain, cells should produce fuel at high levels, but should not be burdened by the additional metabolic infrastructure to the point that they are under dramatic selective pressure to eliminate the engineered components. Another example comes from the design of biological sensors. Sensors need to respond to the presence a signal, but not the absence. This is especially critical if the sensor is driving an actuator as part of a feedback loop, where it might be costly to have the actuator on at all times. In addition, it might be desirable to select for a sensor that responds in a graded or linear fashion, while other applications may require a digital response. Furthermore, the desired phenotype may be one that needs to perform well under changing environments. For example, in metabolic engineering applications a toxic byproduct may build up over time. Therefore, strains need to be tolerant to ramping increases in the byproduct, but do not need to exhibit complete resistance in early stages of growth.

Synthetic systems can be designed to respond to dynamic conditions and efficient dynamic selection methods can aid in synthetic circuit optimization. Here, we explore a specific example using a biosensor to drive expression of a biofuel tolerance mechanism in a synthetic feedback loop. We compare the system without feedback (static control) to that with feedback (dynamic control).\(^{16}\) There have been several examples of circuit designs that use synthetic feedback loops to achieve optimized outcomes, including production of lycopene,\(^{17}\) farnesyl pyrophosphate,\(^{18}\) and fatty acid based products.\(^{19-21}\) Importantly, all of these processes impose a burden on the cell if pathways are imbalanced due to accumulation of toxic intermediates or byproducts. Therefore, it is critical that the response not be static, but rather commensurate with the level of burden. These sensor–actuator designs typically require some tuning to achieve optimal performance, as it may not be clear what combination of parts will give the best performance. This can be achieved by constructing several variants and comparing them; for example, Zhang et al. built 30 combinations of their synthetic circuit design and measured fatty acid ethyl ester production directly in each individual.\(^{21}\) An alternative to testing individual designs is to pool the different variants, expose cultures to time-varying inputs that mimic the real system, and select for those that perform well. The ability to screen library variants for beneficial properties in an efficient fashion can dramatically improve throughput.

In evolution-guided design there may be features inherent to a synthetic circuit that impose constraints on the range of variability or shape of distribution that can be achieved by a library. For example, efflux pumps can provide biofuel tolerance, but their overexpression imposes a burden on cell growth.\(^{22,23}\) This tradeoff will become apparent in any design that introduces diversity via static pump expression: there will be a strong correlation between library members that provide tolerance to biofuel and those that do not grow as well in the absence of fuel. Introducing library diversity in a way that works around these constraints can make selection more straightforward. In the efflux pump example, introducing different constitutive promoters to control pumps will not get around the trade off between biofuel and pump toxicity, while designs that include feedback control can be used to circumvent this constraint.

Here, we show that dynamic selection protocols can identify library members that have complex phenotypes. For example, applying a time-varying input can select for library members that have beneficial properties under multiple different environmental conditions or that respond in a specific way to conditions that change with time. Given the prevalence of tools from synthetic biology that enable large-scale library construction, the ability to efficiently screen for complex traits represents an important area for optimization in synthetic biology. We envision that synthetic circuit design should include rational components, coupled with diversity generation, and dynamic screening or selection.

**Experimental**

**Competitive growth model**

We used the Lotka–Volterra competitive growth equation\(^{24}\) to model the biomass of each of strain \((N_i)\) over time during each selection cycle:

\[
\frac{dN_i}{dt} = g_i N_i \left(1 - \sum_{j=1}^C A_{ij} N_j \right)
\]

The growth rate of strain \(i\) is \(g_i\), \(C\) is the total number of strains, and \(A_{ij}\) is the strain interaction matrix, which we define as \(A_{ij} = \frac{g_j}{g_i}\) so that the competitive advantage that that strain \(j\) has over strain \(i\) is proportional to the ratio of the growth rates. We note that other interaction matrix models could be used to incorporate more complex community dynamics.

The following conditions are identical across all simulations: Initial conditions were set to 0.01/\(C\) for all strains. Thus, the total initial biomass is 0.01 and all strains start with identical initial conditions. Simulated cultures were grown for 12 hours, then the
biomass at 12 hours of all strains was divided by 100 (a 1:100 dilution) and these values were used as the initial conditions for the next selection cycle. Note that the carrying capacity of the total culture is normalized to one such that the final total biomass, which is the sum of the biomass of all C strains, at steady state is equal to one.

Growth rate distributions, number of strains, and number of selection cycles vary and are listed in the figure captions. Here we give a brief overview: for Fig. 1, 2D and E, the growth rate \( g_i \) values were sampled from normal distributions. Fig. 2F is similar, where \( g_i \) values were sampled from two normal distributions with switching between them as a function of the input. For Fig. 3, \( g_i \) values depend on the input and are a function of two normally distributed parameters, \( a_i \) and \( K_i \), described below. In Fig. 4, the \( g_i \) values are calculated from the pump model and depend on the pump expression value, \( 2p_{a} \), as described below.

All simulations were performed in Matlab (Mathworks, Inc.) using the ode45 differential equation solver.

**Input-dependent growth rate model**

In Fig. 3 we modeled the growth rate as a function of the input using the function

\[
g_i = a_i \frac{I}{K_i + \frac{I}{K_i}}
\]

**Fig. 1** Selection using competitive growth quickly differentiates between strains with modest differences in growth rates. (A) Comparison of three strains grown separately in a non-competitive simulation and strains grown together in a competitive simulation. The biomass for the three strains over four selection cycles are shown. For the simulation with strains grown separately, the initial conditions of all but one strain were set to zero and this was repeated for each strain. For the simulation with strains grown together, initial conditions are as described in the Experimental section. The growth rates of the three strains were set to \( g_1 = 0.8 \), \( g_2 = 0.75 \), and \( g_3 = 0.6 \) h\(^{-1}\). (B) Biomass at the end of each selection cycle of \( C = 10 \) strains as a function of the selection cycle number. Growth rates \( g_i \) are drawn from a normal distribution with mean = 0.5 and standard deviation = 0.05 h\(^{-1}\). Strains are ranked by color, such that the strain with the highest growth rate is shown in red and the lowest is shown in blue. (C) Biomass of the top 10, 5, and 1% of strains as a function of selection cycle. For these simulations \( C = 1000 \) strains, growth rates \( g_i \) are drawn from a normal distribution with mean = 0.75 and standard deviation = 0.02 h\(^{-1}\). (D) Biomass of the top 10% of strains as a function of the standard deviation of the growth rates. \( C = 1000 \) strains were competed for six selection cycles. Growth rates \( g_i \) are drawn from a normal distribution with mean = 0.5 h\(^{-1}\) and standard deviation as indicated in the figure. Insets show representative histograms for two of the growth rate distributions.
where \( I \) is the input, \( x_\text{f} \) is the maximal growth rate, and \( K_\text{i} \) is the input concentration at which growth is half-maximal. Although the exact choice of this function is arbitrary, it represents situations where the input is required for growth, but where the growth rate eventually saturates, such as in a growth-coupled assay.\(^{14}\)

**Biofuel toxicity and efflux pump model**

In Fig. 4A–C, we used a biofuel toxicity model we developed previously, which is based on fits to experimental data.\(^{23}\) Here, we briefly state the mathematical model; further details on its derivation and parameter values are available in ref. 22 and figures and additional background are available in ref. 25–27.

\[
\frac{dN}{dt} = \mu_{\text{max}} N \frac{S + K_S}{S + K_S + K_p} \frac{1}{1 + (\frac{c_{\text{int}}}{K_C})} \frac{1}{1 + (\frac{p}{K_P})} \\
\frac{dS}{dt} = \frac{1}{\gamma} \mu_{\text{max}} N \frac{S}{S + K_S} \\
\frac{dp}{dt} = x_{p0} + p - \beta p \\
\frac{dc_{\text{int}}}{dt} = x_{c0} \frac{V_{\text{ext}}}{V_{\text{int}}} (c_{\text{ext}} - c_{\text{int}}) - x_c c_{\text{int}} p
\]

\( N \) is the biomass of the strain, \( S \) is the substrate level, \( p \) is the efflux pump level, and \( c_{\text{int}} \) is the intracellular biofuel concentration. The parameters and additional equations required for the simulations are: \( \mu_{\text{max}} = 3.0 \text{ h}^{-1}, K_S = 3.0, K_C = 0.25\% \text{ v/v}, h_c = 2, K_P = 0.8, h_{p} = 4.0, \gamma = 1.05, x_{p0} = 0.092 \text{ proteins per h}, \beta = 1 \text{ h}^{-1}, x_{c0} = 0.001 \text{ h}^{-1}, \) and \( x_c = 30 \text{ h}^{-1}. V_{\text{cell}} = 1 \times 10^{-15} \text{ L}, m_{\text{cell}} = 9.5 \times 10^{-15} \text{ g}, V_r = 0.5 \times 10^{-3} \text{ L}, V_{\text{int}} = N \times (V_r/m_{\text{cell}}) \times V_{\text{cell}}, V_{\text{ext}} = V_r - V_{\text{int}}, \) and \( c_{\text{ext}} = (V_{\text{ext}} \times V_r - c_{\text{int}} \times V_{\text{int}})/V_{\text{ext}}, \) where \( b_{\text{ext}} \) is the level of biofuel input.

We varied the pump expression rate \( x_p. \) For each pump expression rate, we simulated the effect of biofuel toxicity on growth using the four equations above. We then used the rate of biomass change over time, \( dN/dt, \) to calculate the mean growth rate in mid-log phase, which we define as between 2 and 4 hours. These growth rates, \( g_a, \) were then used for all subsequent simulations using the Lotka–Volterra equation described above.

**Biofuel efflux pump model with feedback**

The model in Fig. 4D and E is identical to the biofuel export model above with the exception that the pump expression depends on the level of intracellular biofuel. Thus, the \( dp/dt \) equation is replaced, as described in ref. 27, with:

\[
\frac{dp}{dt} = x_{p0} + p - \beta p \\
\frac{dc_{\text{int}}}{dt} = x_{c0} \frac{V_{\text{ext}}}{V_{\text{int}}} (c_{\text{ext}} - c_{\text{int}}) - x_c c_{\text{int}} p
\]

Growth rates were calculated and used in the Lotka–Volterra competitive growth model in the same way as described in the previous section.

**Results and discussion**

For our library, we consider a set of strains, all of which are variants on each other, such as multiple instances of a synthetic circuit design where mutations have been introduced. When grown separately, the strains have different growth rates, but show similar growth curves (Fig. 1A). When pooled in equal proportion and grown together, the differences in growth rate are amplified, with strains that grow well eventually dominating the culture. As our model of selection, we assume that the strains are grown in liquid media with 1:100 serial dilution every 12 hours. As an illustrative example, we simulated selection...
due to competitive growth of 10 strains with very minor differences in growth rates (mean = 0.5, standard deviation = 0.05 h⁻¹). Although the 10 strains start out with equal representation, with subsequent selection cycles the top ranked strains make up larger proportions of the biomass, rapidly eliminating the lower ranked strains (Fig. 1B).

We next considered a library with 1000 members and asked how long it would take to converge to the top ranked members. Because competitive growth amplifies differences in growth rate, our model suggests that any library member that has an appreciable biomass at the end of the selection should be very similar in its performance to the top ranked library member. In practical terms, this means that it may be possible to run the selection for a much shorter amount of time. To quantify this idea, we recorded the amount of biomass in the culture that varied between A and B. In this case, the selection returns library members that perform well under changing conditions. As an illustration of this point, we applied an input that varied between A and B. In this case, the selection returns library members that perform well under changing conditions. As an example, after six selection cycles, 99.8% of the biomass is made up of strains from the top 10% of the library.

The time to convergence depends upon library diversity. We recorded the fraction of the total biomass that is made up by the top 10% of the library after six dilution cycles as a function of the standard deviation of the library members' growth rates (Fig. 1D). We use standard deviation as a measure of diversity within the population. As expected, libraries that contain very similar members have low diversity and take longer to converge. As diversity increases, convergence is faster. Even though convergence to the top 10% is slow when library diversity is low, because the library members are very similar it is still reasonable to run the selection for a small number of cycles, as the solutions will all be similar and additional selection cycles will yield little improvement.

We next asked how the selection would be influenced by the type of selective pressure placed upon the library. We first considered a case where we were interested in optimizing growth rate in the presence of two inputs. This could represent a situation where there are two distinct inputs, for example selecting for a biosensor that responds to two different small molecules. Alternatively, the two inputs could be the same signal present at two different levels, such as selecting for strains that perform well in both low and high stress. We initially considered library members that had growth rates that were normally distributed about a mean value that depends on whether input A and B is present (growth rates are $g_A$ and $g_B$). We then subjected the libraries to conditions with only input A, only input B, and with switching between inputs A and B (Fig. 2A–C). The selection correctly sorts the library members given the selective pressure. With only input A, the library members that have the highest growth rate values ($g_A$) are selected preferentially; these results are agnostic to the growth rate in the presence of input B ($g_B$) (Fig. 2D). Equivalently, when growth is conducted with only input B, the selection optimizes for high $g_B$ values (Fig. 2E). However, when there are multiple objectives, constant selective pressure can be insufficient to select for library members that function well under a variety of conditions. As an illustration of this point, we applied an input that varied between A and B. In this case, the selection returns library members that fall along a diagonal line, having good growth rates in the presence of both inputs A and B (Fig. 2F). The slope of this line is determined by the ratio of time strains are exposed to input A versus input B.

Dynamic selection methods can be used to identify library members that perform well under changing conditions. As an
example, we considered a model where growth rate is a continuous function of input concentration. Our inspiration for this model comes from several recent examples of growth-coupled assays, where a sensor for a compound of interest is coupled with a selective marker. For our library, we used a sigmoidal function to describe growth as a function of the input. We allowed both the maximum growth rate and the input concentration where half-maximal growth is achieved to vary, such that each library member has a unique growth function associated with it (Fig. 3A). To summarize the results, we plot the maximum growth rate, $g_{\text{max}}$, against growth with a constant low level of input, $g_{\text{min}}$. The shape of the distribution is dependent upon how variation in the two parameters affects growth. As before, given a constant level of input, library members with high growth rates in the presence of that input will be selected (Fig. 3B and C). Here, we indicate the top performer and also those strains that have growth rates within 10% of this strain. We note that this metric differs from that used in Fig. 2 and 3, and is useful for showing how sensitive the results are to a specific pump expression level. As expected, when no biofuel is present, the top performing strains have low pump expression since there is no benefit to expressing pumps to counter biofuel toxicity (Fig. 4B and C). If the biofuel levels vary with time, strains that balance the two types of toxicity are selected. If the likely fuel profile for a biofuel production strain is known, for example, if biofuel slowly ramps up over time, a similar pattern

Fig. 4 Biofuel export model shows that underlying distributions of growth rates may be governed by tradeoffs, but these can be changed with synthetic circuit design. (A) Growth rate as a function of the pump expression level $\alpha_p$ for different concentrations of biofuel. In all cases there is a maximal growth rate where biofuel and pump toxicity are balanced. (B) Biofuel input levels applied over six selection cycles. (C) We used $C = 50$ strains, each with a different pump expression level log-uniformly distributed between 0.1 and $10 \ h^{-1}$. Strains were competed in a selection experiment using the biofuel inputs shown in (B). The green circles indicate strains that are within 10% of the top performing strain; blue circles are those that are not. (D) Dynamic feedback control of efflux pump expression. The growth rate depends on the pump expression rate for all but the case without biofuel, where pumps are never turned on. (E) Strains within 10% of the top performer are shown in green; others in blue.
for exogenous addition of fuel can be tested to select for a strain with an optimized pump expression level.

The choice of synthetic circuit design can have a dramatic impact on the underlying distribution of library members, making it easier or more challenging to select for library variants that have ideal properties. To highlight this, we extended the biofuel tradeoff model to include feedback. We modeled this by allowing efflux pump expression to be controlled by intracellular biofuel concentrations.26,27 This design mirrors that of several recent studies that have used biosensors to control expression of toxic genes or the production of toxic pathway intermediates.17–21 As before, we introduced variability in the pump expression level. With the addition of feedback, the tradeoff between biofuel and pump toxicity changes, and broader pump expression ranges allow for good performance while mitigating biofuel toxicity (Fig. 4D). Using the same selection strategy as before, we identified those library variants within 10% of the optimal strain, testing different biofuel inputs (Fig. 4B and E). In all cases, the number of library members that met the 10% criterion was increased relative to the system without feedback (Fig. 4C and E). This finding highlights the importance of coupling random approaches to library generation with well-designed synthetic circuits. In the case of biofuel toxicity, there are feedback circuit designs that will dramatically outperform static control. Selection can be used to distinguish between many different options, but good synthetic circuit design will bias library members towards optimal solutions. These libraries can then be subjected to selection using dynamic inputs that mimic conditions of interest.

Conclusions

As designs of synthetic circuits and metabolic networks become more complex, it is often difficult to tell in advance which exact parameters will lead to desired phenotypes. The ability to couple rational design with diversity introduced through mutagenesis or multiplexed genome engineering strategies offers researchers the potential to screen many library variants for a desired phenotype. Recent studies have shown the great potential of coupling phenotype to growth-based assays, allowing for efficient selection of desired traits.12–14

Here, we use a competitive growth simulation to show that it is possible to rapidly differentiate library variants based on subtle differences in growth rate. Only a small number of selection cycles are necessary to converge to near-optimal solutions. This offers great potential for engineering applications, where near-optimal solutions are often acceptable. In this work, we used a competitive Lotka–Volterra model, however other models, such as those that explicitly model competition for nutrients28 or relative fitness benefits,29,30 could allow other effects to be incorporated.

The main contribution of this study is that we considered the possibility that the desired phenotype is a combination of different factors and may change over time. These are important consideration, as designs for biosensors and metabolic engineering applications often involve tradeoffs and the ability to select based on more than one trait has the potential to dramatically improve how selections are performed. We considered differences in growth rate under two different inputs and showed that distinct library members are selected based on which inputs are applied. The shape of the underlying distribution is also important for determining what will result from a selection. We considered two examples: input-dependent growth and a biofuel export system. In each case, it is possible to use dynamic inputs to bias selections towards library members with traits that match changing inputs. In the biofuel model we showed that the underlying distribution of library members could be altered to bias the library towards ideal phenotypes. The ability to generate many variants and select is not a substitute for well-designed synthetic circuits; good circuit design can dramatically improve the changes of finding a variant that has a desired phenotype. This work highlights the potential of evolution-guided design for synthetic biology where desired phenotypes have multiple, dynamic objectives.
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